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Abstract. In the design of a ventilation system, the ductwork is generally composed based on 
analytical equations in combination with loss coefficients. This widely used approach can lead to 
large deviations in the prediction of the total pressure drop. Poor performance optimization 
could on its turn lead to a higher energy demand. While the use of computational fluid dynamics 
(CFD) could improve this prediction, it is often not feasible in practice as the use of CFD requires 
a high computational demand and a high-level of expertise. An alternative could be the use of 
simplified CFD. In this study the application of several conventional and simplified CFD methods 
and analytical prediction methods in the ventilation system design process was assessed. The 
simplified CFD methods include the use of coarse-grid CFD and voxel-based CFD simulations. 
Measurements on a single and double elbow configuration were performed and were used for 
validation purposes. For the investigated configurations the analytical prediction started to 
deviate from the measurements with increasing complexity of the system. For the conventional 
and coarse-grid CFD methods the prediction of the pressure drop was highly sensitive to the 
applied near-wall treatment and roughness parameters. For the voxel-based CFD method an 
average percentage difference of only 3% with respect to the measurements was found for the 
single elbow configuration. However, it overestimated the measured pressure drop by 64% on 
average for the double elbow configuration. A general sufficiently accurate method for predicting 
the pressure drop, which would also be feasible for use in practice ventilation system design, was 
not yet found. As this paper is part of a larger study, the assessment of additional simplified CFD 
methods on more complex duct configurations is the subject of future work.  
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1. Introduction
The design of the ductwork of a ventilation system is 
primarily based on analytical equations in 
combination with loss coefficients (e.g. [1,2]). While 
this is a widely used approach, it is well-known that 
this can lead to large deviations in the prediction of 
the total pressure drop [3-5]. Former research 
indicated that the application of computational fluid 
dynamics (CFD) simulations could reasonably 
predict the pressure drop in ventilation systems [6-
10]. Shattered agreements were found in early 
numerical studies. Mumma et al. [6] conducted a 
numerical study on a configuration of coupled 
fittings, but found a large underprediction while 
comparing the calculated loss coefficient for the 
isolated fittings to the ASHRAE duct fitting database 
(DFDB). By application of steady RANS and the 
standard k-ε turbulence model the loss coefficient 
was underestimated by 28% for a 90° rectangular 
elbow fitting with a large radius and by 62% for a 90° 
elbow fitting with a small radius. In a later study, 

Mumma et al. [7] numerically calculated the loss 
coefficients for nine fittings. By application of the 
standard k-ε turbulence model the computed results 
were within ±15% of those found in the ASHRAE 
DFDB for seven of the nine fittings. Moujaes and 
Deshmukh [8] found pressure drop differences of 8% 
for an elbow fitting, and 8% and 18% for respectively 
the straight and branch flow in a tee fitting, while 
comparing their numerical results tot the ASHRAE 
DFDB. Liu et al. [9] performed CFD simulations and 
compared the results of three CFD approaches with 
experimental data from literature. The study found 
that the calculated pressure drop was very sensitive 
to the modeled surface roughness in the straight 
parts of the configuration. After determination of 
suitable roughness parameters the pressure drop 
could accurately be predicted by steady RANS 
methods using the standard k-ε turbulence model or 
Reynolds stress model. The LES method failed in 
accurately predicting the pressure drop. However, a 
relatively coarse grid in terms of LES requirements 
was used. Manning et al. [10] calculated the loss 
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coefficient for a flat-oval straight-body lateral and a 
flat-oval straight-body tee. Their CFD simulations 
compared well quantitatively against experimental 
results for the majority of the configurations and 
considered CFD a viable tool to accurately predict the 
correct loss coefficient curve-shaped structure as a 
function of flow rate. 

This brief literature review indicated that the 
performance of CFD was diffuse, but it showed 
potential of being a valuable tool for predicting the 
pressure drop. However, application of CFD is not 
feasible in ventilation design practice as the 
application of conventional CFD requires large 
computational resources, long computation time and 
a high-level of expertise. An alternative could be the 
use of simplified CFD to lower computation time and 
limit the required knowledge for performing such 
simulations ([11-14]). The application of simplified 
CFD could improve the prediction of pressure drop 
during the early phases of the design process 
compared to the use of analytical methods, while 
limiting the computational demand compared to 
conventional CFD. Several options are present in 
literature, for example fast fluid dynamics (e.g. [11]), 
lattice Boltzmann (e.g. [12]), coarse grid CFD (e.g. 
[13]), CFD with zero-equation turbulence model (e.g. 
[14]). Each method has its potential strengths and 
weaknesses and therefore further analysis is needed. 

In this study the application of several prediction 
methods in the ventilation system design process 
was assessed. Numerical (CFD) and analytical 
(ASHRAE) methods were applied to two duct 
configurations. The CFD methods included the use of 
high-quality CFD on high-resolution grids and 
simplified CFD by the use of CFD on low-resolution 
grids and the use of voxel-based CFD using ANSYS 
Discovery Live 2020r1 [15]. Measurements on both 
duct configurations were performed and were used 
for validation purposes.  The purpose of the current 
project is to find a fast and user-friendly tool, with an 
improved accuracy over conventional analytical 
methods, which can be used by engineers without the 
need for extensive expert knowledge on CFD. 

2. Measurements
The full-scale experimental models are shown in Fig. 
1. The system was composed of a centrifugal fan,
circular air ducts and, depending on the tested
configuration, one or two 90° elbows. The system
was supported by angle brackets at approximately 1
m height. The circular ducts and elbows had a radius
of 100 mm. The elbow characteristics are shown in
Fig, 2 with r/D = 1 and D = 200 mm. The components 
were manufactured of galvanized sheet steel, sealed
and connected using steel duct clamps.

Two measurement configurations were tested: 

A. Single 90° elbow configuration

B. Double 90° elbow configuration

The measurements were performed according to 
ASHRAE Standard 120-2017 [16]. This standard 
prescribes a minimum of eight test velocities, evenly 
distributed over the total range. The recorded mean 
flow velocities per configuration are given in Table 1. 
As the primary goal of this study is the validation of 
CFD methods, also less-common higher flow rates 
were investigated. The velocity was unevenly 
distributed in the duct section. Therefore, velocity 
measurements were performed at 18 points in the 
duct’s cross sections according to the ASHRAE 
Handbook [18]. Measurements were performed by 
the Testo 0635 9542 digital vane probe together with 
the Testo 480 meter and 10 s average values were 
noted. The area-average streamwise velocity of this 
section was taken as the average of these 18 velocity 
measurements [18]. 

Tab. 1 - Mean inlet velocities in m/s 
A. Single bend B. Double bend 
2.52 2.49 
3.22 3.14 
4.23 4.13 
5.29 5.09 
6.68 6.33 
7.68 7.52 
8.79 8.52 
10.09 9.67 

Fig. 1 - Measurement configurations. 
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A duct length of 4.9 m between the fan and first 
measurement point P1 was applied to ensure that 
the air flow was fully developed. A distance of 1.5D 
(300 mm) was used between P1 and the fitting and 
the length between the fitting and P2 was 11D (2200 
mm). The pressure loss between these points was 
evaluated for eight flow rates per configuration. 

Fig. 2 - Elbow fitting with r/D = 1 and D = 200 mm. 

In accordance with the ASHRAE Standard 120-2017 
[16] the static pressure differential measurements
were performed by simultaneously lowering two
pitot-static tubes parallel to the flow in the duct at
both P1 and P2. The pitot-static tubes were
connected to a Testo 480 pressure transducer [17]
and 10 s average values were noted. Measurements
of temperature, atmospheric pressure and humidity
were performed before each pressure measurement
using the Testo 0632 1543 digital IAQ probe together
with the Testo 480 meter. The measuring range and
accuracy of the instruments is presented in Table 2.

Tab. 2 - Instrumentation details 
Instrument Range Accuracy 
Testo 480 meter -100 – 100 hPa ±0.3 Pa + 1%

Testo 0635 9542 
digital Vane probe 0.6 – 50 m/s 

± 1% 

Testo 0632 1543 
digital IAQ probe 0 – 50 °C 

± 0.5°C 

Testo 0632 1543 
digital IAQ probe 0 – 100% RH 

±1.4% 

Testo 0632 1543 
digital IAQ probe 700 – 1100 hPa 

± 3 Pa 

The measured friction factor of the circular duct and 
the loss coefficient of the fitting, both required for the 
analytical prediction method (see Section 3) were 
calculated based on straight duct measurements 
performed in accordance with ASHRAE Standard 
120-2017 [16]. Here, configuration A was used (Fig.
1) with exclusion of the elbow fitting. The measured
friction factor fmeas was determined by:

𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = ∆𝑝𝑝𝑓𝑓,1−2

𝑝𝑝𝑣𝑣/𝐷𝐷ℎ
   (1) 

in which Dh is the hydraulic diameter (0.2 m), pv the 
dynamic pressure and Δpf,1-2 the total pressure loss 
per meter of straight duct and calculated using: 

∆𝑝𝑝𝑓𝑓,1−2 = ∆𝑝𝑝𝑠𝑠,1−2
𝐿𝐿1−2

  (2) 

Here, Δps,1-2 is the measured pressure difference 
between P1 and P2 and L1-2 the length between P1 
and P2. The local loss coefficient Cmeas of the fitting is 
determined using: 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = ∆𝑝𝑝𝑡𝑡,1−2
𝑝𝑝𝑣𝑣

 (3) 

In which Δpt,1-2 is the measured pressure difference 
Δps,1-2 minus the share of the straight duct between 
P1 and P2 with length LSD: 

 ∆𝑝𝑝𝑡𝑡,1−2 = ∆𝑝𝑝𝑚𝑚,1−2 − 𝐿𝐿𝑆𝑆𝐷𝐷 ∗ ∆𝑝𝑝𝑓𝑓,1−2      (4) 

3. Analytical prediction
In this study the analytical prediction of the pressure 
drop is based on the ASHRAE Handbook [19]. This 
prediction method distinguishes between friction 
losses, in straight parts, and dynamic losses due to 
fittings. For fluid flow in straight ducts the friction 
loss in terms of total pressure can be calculated by 
the Darcy equation: 

∆𝑝𝑝𝑓𝑓,𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐 = 𝑓𝑓𝐿𝐿𝑆𝑆𝑆𝑆𝑝𝑝𝑣𝑣
𝐷𝐷ℎ

  (5) 

Here f is the friction factor,  which can be measured 
(see Equation 1) or calculated by the Colebrook 
equation: 

1
�𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

= −2𝑙𝑙𝑙𝑙𝑙𝑙 �𝜖𝜖/𝐷𝐷ℎ
3.7

+ 2.51
𝑅𝑅𝑚𝑚�𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

�     (6) 

where ϵ the absolute pipe roughness and Re the 
Reynolds number of the flow. ASHRAE prescribes a 
pipe roughness ϵ = 0.09 mm for galvanized steel. 
Dynamic losses result from flow disturbances caused 
by duct mounted equipment and fittings that change 
the airflow’s direction or cross-sectional area. For an 
elbow the total pressure loss over this fitting ∆pe can 
be calculated by: 

 ∆𝑝𝑝𝑚𝑚 = 𝐶𝐶 ∗ 𝑃𝑃𝑣𝑣             (7) 

Here, C is the loss coefficient for this particular 
fitting, which can be obtained by measurements (see 
Equation 3) or be found in manufacturer’s datasheets 
or fitting databases (e.g. [20]). In this study the 
analytical prediction outlined above was performed 
for two sets of input conditions. In the first analytical 
prediction method (AP-I) the friction losses were 
determined based on fcalc (see equation 6) and the 
loss coefficient CASHRAE = 0.25 was obtained from a 
fitting database [20]. In AP-II the measured friction 
factor fmeas was used, which was calculated based on 
measurements on a straight duct part. The elbow loss 
coefficient was based on equation 3 in which Cmeas

was calculated from measurements for configuration 
A.
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4. CFD simulations
In this study the performance of several simulation 
methods on the prediction of the pressure drop was 
assessed. The methods were classified with respect 
to theoretical accuracy and simulation time (this 
included time for pre/post processing). The three 
categories were named CFD-I, CFD-II and CFD-III, 
with CFD-I being the most, and CFD-III being the least 
theoretically accurate and time-consuming method. 
With respect to simulation time, one can think of 
CFD-I in the order of days to a week, CFD-II in the 
order of hours to days and CFD-III in the order of 
minutes to hours. The CFD-I simulations were 
characterised by solving the flow down to the viscous 
sublayer near the wall and is, in essence,  required for 
an accurate prediction of separation and 
reattachment of the flow. This required a high-
resolution grid in these areas. Two turbulence 
models were assessed, e.g. the realizable k-ε model 
(RLZ-I) [21] and the k-ω SST model (SST-I) [22]. In 
the CFD-II approach a simplified form of regular CFD 
is applied in which the flow was modeled in the near-
wall region. This allowed the use of larger cells in 
these areas. The realizable k-ε model (CFD-II) [21] 
was used. The CFD-III method included a voxel-based 
simplified CFD approach using the ANSYS Discovery 
Live package (CFD-III) [15]. Based on GPU 
computing, this software allows almost 
instantaneous simulation results.  

4.1 Computational domain 

Figure 3a shows the computational domains for the 
CFD-I and CFD-II methods, for both configuration A 
and B. The computational domains were constructed 
with equal dimensions as the ductwork used in the 
measurements. The surface at the upstream side of 
the domain was modeled as velocity inlet and the 
surface at the downstream side of the domain was 
modeled as pressure outlet. The duct inner surfaces 
were modeled as no-slip walls and sampling planes 
P1 and P2 were created at locations similar to the 
measurements. Due to limitations of the software, 
only the section between P1 and P2 was modeled for 
the CFD-III method.

Fig. 3 - Computational (a) domains and (b) indicative 
grids for CFD-I and CFD-II. 

4.2 Computational grid 

Grid-sensitivity analyses were conducted for CFD-I 
and CFD-II methods using configuration A. It was 
assumed that the resulting grid topology for 
configuration A (single elbow) was sufficiently fine 
for configuration B (double elbow) as well. The grids 
were constructed using a sweep method [23]. Grid 
topologies are found in Table 3. The surface plane at 
the inlet of the computational domain was meshed 
according to the characteristics first cell height, 
growth rate, cell layers and cells over circumference, 
after which this meshed surface was swept with 
given cell lengths to create the 3D volume grid. To 
resolve the boundary layer at the surface in the CFD-
I simulations, the normal distance of the cell center 
point from the wall surface yP was determined so that 
y* is lower than 2.5 (coarse), 1.3 (medium), 0.6 (fine) 
and 0.3 (finest) for the highest inlet velocity (≈ 10 
m/s). The dimensionless wall unit y* is defined by 
y*=u*yP/ν where u* is the friction velocity and ν is 
the local kinematic viscosity. For the CFD-II 
simulations, yP was determined so that y* is higher 
than 50 for the lowest inlet velocity (≈ 2.5 m/s).  

CFD-I required the analysis of four systematically 
refined grids (see Fig. 4a-d), while for CFD-II the 
performance on three grids was assessed (see Fig. 
4e-g).  The results are presented in Section 5.1. The 
CFD-III simulations did not allow much control on 
the grid. It automatically constructs a uniform voxel-
based grid for its user. By putting the fidelity function 
at its maximum value the grid was constructed with 
the highest resolution.  

Fig. 4 – (a-d) CFD-I and (e-g) CFD-II grid topologies. 

4.3 Computational settings 

3D steady RANS simulations were performed in full 
scale. The CFD-I and CFD-II simulations were 
performed using the commercial CFD code ANSYS 
Fluent 21r1 [24], for which pressure-velocity 
coupling was performed by the SIMPLEC algorithm, 
gradients were computed with the least square cell 
based scheme, pressure interpolation was second 
order and second-order upwind discretization 
schemes were used for the convection and viscous 
terms of the governing equations. The simulations 
were considered converged as an increasing number 
of iterations did not lead to changes in the monitored 
pressure drop Δpt,1-2.  
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 For the CFD-III simulations ANSYS Discovery Live 
2020r1 [15] was used. Internal fluid simulations 
were performed with the steady state fluids solver. 
This solver is based on a cell-centered Cartesian 
finite volume discretization according to Ye et al. 
[25]. Uniform discretization is applied, together with 
a voxelized level-set approach starting from the 
geometry. An iterative algorithm similar to the 
SIMPLE scheme is applied and turbulence is modeled 
using a standard k-ε model. 

4.4 Boundary conditions 

At the inlet of the domain a uniform mean velocity 
was imposed, equal to the magnitude of the mean 
flow velocity as recorded in the measurements (see 
Tab. 1). Turbulence was specified by a turbulent 
intensity of 5% and a turbulent viscosity ratio of 10. 
Their impact was evaluated to be negligible due to 
the large distance between the inlet of the domain 
and P1. Zero static gauge pressure was specified at 
the outlet. In case the method allowed, roughness 
was applied at the duct wall surfaces by definition of 
the equivalent sand-grain roughness height kS. 
Fitting with straight duct measurement yielded kS = 
0.0005 m for SST-I and kS = 0.0006 m for CFD-II.  

5. Results
5.1 Grid-sensitivity analyses 

The results of the grid-sensitivity analyses were 
evaluated in terms of percentage deviation in 
pressure drop Δpt,1-2 with respect to that on the finest 
grid tested and are presented in Figure 5. The results 
for CFD-II were compared to the results found on the 
fine grid, while for the CFD-I methods the result were 
evaluated with respect to Δpt,1-2 obtained on the 
finest grids. The results for CFD-II on both the coarse 
and medium grids showed differences of 0.2% with 
respect to the fine grid and therefore the medium 
grid was retained for the CFD-II method in the 
remainder of this study. Much larger differences 
were found for the CFD-I methods and therefore an 
additional fourth (finest) grid was required. For SST-
I differences of 8.2% (coarse), 3.9% (medium) and 
1% (fine) were found with respect to the finest grid. 
Percentage differences of 1.2%, 0.4% and 0.2% were 
obtained on respectively the coarse, medium and fine 
grid for RLZ-I. These agreements were considered as 
nearly grid-independent results and therefore the 
medium grid was retained for the CFD-I methods. 

Fig. 5 - Grid-sensitivity analyses results in terms of 
percentage pressure drop Δpt,1-2 with respect to that on 
the finest grid tested. 

5.2 Configuration A: Single elbow 

Figure 6 gives the results for all investigated methods 
for configuration A. The results are presented in 
terms of Δpt,1-2 as function of Q. In agreement with 
literature, a quadratic relation was observed for all 
methods. Based on the measurement results, an 
average loss coefficient Cmeas of 0.29 was calculated 
for the 90° elbow fitting using Equations 3 and 4. This 
loss coefficient Cmeas was used for the calculation of 
AP-meas. As a result of this tuning process, the 
average agreement over all values for Q between AP-
meas and the measurements was fair with an 
average absolute percentage difference AAPD of 7%. 
An AAPD of 13% was calculated for AP-calc. 
However, the best agreement with the 
measurements was observed for CFD-III with an 
AAPD of 3%. SST-I and CFD-II both showed an 
overestimation of  Δpt,1-2 with an AAPD of 32% and 
16%, respectively. The results for RLZ-I under-
estimated the measurements with an AAPD of 14%. 

Fig. 6 - Pressure drop Δpt,1-2 for configuration A. 

0.0%
2.0%
4.0%
6.0%
8.0%

10.0%

Coarse Medium Fine

RLZ-I

SST-I

CFD-II

Grid resolution First cell 
height (mm) 

Growth rate Cell 
layers 

Cells over 
circumference  

Cell length 
(m) 

Cell length in 
bend (m) 

CFD-I a Coarse 0.08 1.2 28 20 0.06 0.015 

CFD-I b Medium 0.04 1.15 40 40 0.04 0.010 

CFD-I c Fine 0.02 1.1 56 60 0.02 0.005 

CFD-I d Finest 0.01 1.1 60 80 0.01 0.003 

CFD-II e Coarse 5 1.07 10 20 0.06 0.015 

CFD-II f Medium 5 1.07 10 40 0.04 0.010 

CFD-II g Fine 5 1.07 8 60 0.02 0.005 

Tab. 3 – Grid characteristics 
 

5 of 8



Contours of mean velocity ratio are presented in 
Figure 7 for configuration A. The mean velocity ratio 
U/URef is defined as the mean velocity magnitude U 
with respect to the inlet mean velocity URef = 9 m/s. 
Differences between CFD methods RLZ-I (Fig. 7a) 
and CFD-II (Fig. 7b) were as follows. In general, 
larger regions of low velocity (blue color) were found 
in the close vicinity of the walls in the straight parts 
in the configuration for CFD-II (thicker boundary 
layer). For RLZ-I a larger gradient (thinner boundary 
layer) was observed near the wall in Fig 7a, while a 
higher mean velocity ratio was present in the center 
of the duct for CFD-II (see Fig. 7b) upstream of the 
elbow. A larger wake region in the region 
downstream of the elbow was observed for CFD-II. 
Compared to the CFD-I and CFD-II, a very dissimilar 
flow field was found for the CFD-III method (Fig. 7c). 
The size of the wake region downstream of the elbow 
was very small. Further downstream a large velocity 
gradient was observed over the complete cross-
section of the duct.  

5.3 Configuration B: Double elbow 

The pressure drop results concerning configuration 
B are presented in Figure 8. While CFD-III showed a 
very good agreement with the measurement results 
for configuration A, for configuration B Δpt,1-2 was 
overestimated with an AAPD of 64%. The pressure 
drop Δpt,1-2 was also mostly overestimated by SST-I 
(AAPD = 46%), CFD-II (AAPD = 35%), AP-meas 
(AAPD = 31%) and AP-calc (AAPD = 19%).  The best 
agreement was obtained by RLZ-I with an AAPD of 
12%.  

Fig. 8 - Pressure drop Δpt,1-2 for configuration B. 

For configuration B the contours of mean velocity 
ratio are given in Figure 9. Comparable flow 
characteristics were identified as those found for 
configuration A. Again a higher mean velocity ratio 
was observed in the center of the duct upstream of 
the elbows for CFD-II. In addition, the wake regions 
downstream of both corners were larger compared 
to those found for RLZ-I. This was most pronounced 
for the wake region near the downstream elbow. Also 
similar flow characteristics were observed for the 
CFD-III method. No recirculation areas in the wake 
regions downstream of the elbows could be 
identified and large regions of high mean velocity 
ratio were present. Downstream of the elbows, it 
took longer for the flow to stabilize while using the 
CFD-III method compared to the RLZ-I and CFD-II 
methods. 

6. Discussion
For the single elbow configuration there was a fair 
agreement between the measured and analytically 
predicted pressure drops. With AAPDs of 7% and 
13% for respectively AP-meas and AP-calc the 
agreement could be acceptable. However, as the 
system got more complex and another elbow was 
added, these AAPDs increased to 31% (AP-meas) and 
19% (AP-calc). This large increase in error, 
especially for AP-meas as it directly used input 
values based on the onsite measurements, implicates 
that the flow field in a complex system might be too 
complex to accurately predict the pressure drop 
using analytical equations. However, the agreement 
with the investigated CFD methods was not much 
better in general. The CFD-III method showed a very 
good agreement in terms of pressure drop for the 
single elbow configuration. However, the deviating 
flow field raised concerns about whether this 
agreement was largely based on coincidence. These 
concerns were justified, as the prediction of the 
pressure drop for the double elbow configuration 
yielded an AAPD of 64%. Important flow features, 
like recirculation zones, wake regions and diffusion 
were not accurately modeled in the presented 
simulations. As the software only allowed pressure 
drop calculations over the complete domain, just the 
part between P1 and P2 was modeled. Therefore, the 
flow was not completely developed at P1. This could 
have impacted the results. 

Fig. 7 - Contours of mean velocity ratio U/URef for (a) RLZ-I, (b) CFD-II and (c) CFD-III, for configuration A. 
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For both configurations the CFD-II method 
overpredicted the pressure drop. A reason for this 
could be the fact that the k-ε turbulence model, 
together with wall functions, could overestimate the 
speed and size of the recirculation areas after flow 
separation [26, 27]. Wall functions are not capable of 
accurately predicting the separation point [28]. 
Overestimation of the wake and recirculation areas 
contributes to an increase in pressure drop.  The 
CFD-II method used the k-ε turbulence model 
together with wall functions, while the RLZ-I used 
the same turbulence model but resolved the flow 
down to the viscous sublayer at the wall. This would 
theoretically lead to a better prediction of flow 
separation and wake regions. However, this method 
was not capable of modeling the roughness at the 
wall. This led to a larger velocity gradient near the 
wall. The decrease in velocity was smaller with no 
roughness, which partly explains the under-
estimation of the pressure drop for using RLZ-I. The 
other CFD-I method, SST-I, is capable of taking wall 
roughness into account. However, for both 
configurations this method overpredicted the 
pressure drop. In accordance with existing literature 
on this topic [9] the modeling of roughness had a 
large impact on the pressure drop prediction. In the 
remainder of the larger ongoing research project, the 
use of lower kS values will be studied as well.  

In the current paper only several analytical and CFD 
methods were included. A general method to predict 
the pressure drop with satisfying accuracy was not 
yet found. This paper is part of a larger study in 
which the performance of additional methods will be 
assessed as well. At this moment only the use of 
coarse grids and the use of voxel-based CFD was 
investigated. As a wide range of simple/fast 
numerical methods is currently available, the use and 
performance of more methods will be considered. 
The aim is to find a fast and user-friendly tool with 
sufficient accuracy which can be used by engineers 
without the need for much knowledge on CFD. For 
benchmark purposes, also the performance of more 
sophisticated methods, like large eddy simulation or 
hybrid methods, will be assessed. In addition, 
measurements on additional complex duct 
configurations, to be used for validation purposes, is 
the subject of future work. 

7. Conclusion
In this study the application of several CFD and 
analytical methods on the prediction of the pressure 
drop in the ventilation system design process was 
assessed. These included the performance of high-
quality CFD on high-resolution grids, the use of 
simplified CFD by means of coarse-grid CFD and 
voxel-based CFD, and the use of analytical equations 
with loss coefficients from either existing literature 
or self-conducted measurements. Measurements on 
two duct configurations were performed and were 
used for validation purposes. 

The hypothesis that the analytical prediction starts 
to deviate from the onsite situation as the system 
gets more complex holds for the investigated 
configuration and methods. However, also a 
satisfying CFD method was not yet found. For the 
CFD methods that allowed the modeling of 
roughness at the duct inner surface, the prediction of 
the pressure drop was highly sensitive to the applied 
roughness parameters. Though the applied 
roughness parameters were chosen based on a fitting 
process with experimental data for a straight duct, 
these parameters led to overprediction of the 
pressure drop for the investigated elbow 
configurations. For the high-resolution CFD method 
which could not include surface roughness at the 
walls, the calculated pressure drop was much lower. 
While the investigated voxel-based CFD method 
showed an absolute average percentage difference of 
only 3% with the measurements for the single elbow 
configuration, it greatly overestimated the measured 
pressure drop by 64% on average. Based on the 
investigated methods and configurations in this 
study, no general sufficiently accurate method for 
predicting the pressure drop could yet be chosen. 
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Fig. 9 - Contours of mean velocity ratio U/URef for (a) RLZ-I, (b) CFD-II and (c) CFD-III, for configuration B. 
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