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Abstract. Computational fluid dynamics (CFD) provides detailed information on the flow inside 
a room and can thus be used for detailed analyses of the influence of design variables, such as the 
placement of ventilation openings. As a result, CFD is well-suited to the optimization of 
ventilation at room level. However, the high computational cost and level of expertise required 
for implementation constitute bottlenecks in the engineering sector. In this research, a number 
of fast numerical techniques such as voxel-based CFD (vCFD) and coarse grid CFD (cCFD) are 
implemented as alternatives to conventional CFD. The methods are used to predict the velocity 
field for a generic mixing ventilation case and their accuracy and speed are compared. Reynolds-
averaged Navier-Stokes simulations using RNG 𝑘𝑘 − ϵ closure are performed, using ANSYS Fluent, 
in series and in parallel. The vCFD simulation is executed using the commercially available 
software ANSYS Discovery 2021 R2, which utilizes a proprietary algorithm that runs on GPU. The 
results show that, for the isothermal case, the fast numerical methods (FNMs) are two orders of 
magnitude faster than CFD. The accuracy of vCFD, cCFD and CFD is very similar: All cases yield 
RMSE and FAC1.3 values in a similar range. Current results show that vCFD and cCFD offer 
accelerated performance when compared to CFD, while maintaining similar accuracy. FNMs offer 
a distinct advantage over engineering tools, in the form of spatial information, which decreases 
the uncertainty of local comfort calculations prescribed by building standards. Ongoing thermal 
simulations  for, among other things, a displacement ventilation case, using CFD, vCFD and cCFD 
are expected to offer additional insight into the feasibility of FNMs in the context of ventilation 
design optimization. 

Keywords. fast numerical methods, ventilation design, coarse-grid CFD, voxel-based modeling, 
computational fluid dynamics. 
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1. Introduction
Building ventilation quality has a large impact on the 
comfort, health and performance of building 
occupants [1]. Thus, the act of optimizing a  
ventilation design is of paramount importance to the 
engineer. Optimization criteria at room level include 
variables such as opening location and the shape of 
the supply openings [2,3]. There are three common 
approaches that may be employed in the act and they 
are outlined in Fig. 1. Engineering tools, 
computational fluid dynamics (CFD) and fast 
numerical methods (FNMs) each possess a 
characteristic trade-off between accuracy, 
computational cost and level of numerical expertise 
required for implementation. 

The use of CFD for simulating indoor flows was 
pioneered by Nielsen in the 1970s [4]. CFD is capable 
of providing high-quality information on momentum, 
energy and mass transfer within a room. CFD 
methods range from transient large eddy simulations 

to steady-state Reynolds-averaged Navier-Stokes 
(RANS) simulations, the latter of which consume less 
resources. Nevertheless, steady RANS remains very 
costly, impeding its adoption in day-to-day design 
practices [5]. 

Fig. 1 – Qualitative accuracy-cost-expertise trade-off for 
engineering tools, CFD and FNMs. 
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Common engineering tools include rules of thumb, as 
well as analytical and empirical models that allow 
ventilation designers to make quick decisions and 
perform the calculations necessary for compliance 
with building quality standards. In contrast to CFD, 
engineering tools are very easy to apply and do not 
require any computational resources. However, the 
accuracy of the aforementioned methods is lower, as 
is the resultant spatial information. 

Fast numerical methods constitute a compromise 
between the aforementioned approaches, such that 
they may potentially yield accuracies higher than 
engineering tools and most likely lower than CFD, 
while demanding less computational resources and 
modelling expertise than the latter [5]. Past studies 
encompass a vast variety of fast numerical methods, 
some of which are well-suited for indoor applications 
[6]. Fast numerical methods of interest include 
coarse-grid CFD (cCFD) [7], voxel-based CFD (vCFD) 
[8], zero-equation turbulence modeling (zCFD) [9], 
Lattice Boltzmann methods (LBM) [10] and fast fluid 
dynamics (FFD) [11]. The focus of this paper is on the 
application of cCFD and vCFD, which are both based 
on conventional CFD. cCFD makes use of a sub-
optimal grid, yielding a solution that cannot be 
considered grid-independent. The reduced number 
of cells decreases the computation time, at the 
expense of accuracy. vCFD uses a voxel-based, 
Cartesian grid that is automatically generated [12]. 
The GPU-based implementation is expected to 
significantly speed up  the computation.  

The inclusion of FNMs in current ventilation design 
methodologies could potentially improve the quality 
of the design outcome. However, a comparative 
assessment of conventional CFD, fast numerical 
methods and empirical approaches is not yet 
available in literature, hindering the prospective 
development of an effective workflow for ventilation 
design. Moreover, the potential of fast numerical 
methods in terms of ensuring ventilation design 
quality has not yet been quantified. The main 
objective of this research is to test the speed and 
accuracy of vCFD, cCFD and CFD for an isothermal 
mixing ventilation case. This study compares the 
performance of empirical models, fast numerical 
methods and conventional CFD, in the aim to discuss 
whether the implementation of fast numerical 
methods in current engineering practice can improve 
ventilation design quality, as it is prescribed by 
current building standards. 

2. Isothermal validation study

The isothermal case is based on measurement data 
collected by Nielsen [13]. The case involves a three 
dimensional enclosure with one inlet and one outlet. 
The measurements are performed for Re = 5000 
and a kinematic viscosity 𝑣𝑣 of 15.3 × 10−6m2/s, at an 
air temperature of 20o𝐶𝐶. The setup captures the flow 
penetration and recirculation that is characteristic of 
mixing ventilation, which makes it well-suited for the 
validation of mixing flow simulations. The geometry 

modeled in ANSYS Design Modeler is shown in Fig. 2. 
The length L, width W and height H are equal to 
9 𝑚𝑚, 3 𝑚𝑚 and 3 𝑚𝑚, respectively. The inlet height h is 
equal to 0.168 𝑚𝑚. The outlet height t is equal to 
0.480 𝑚𝑚. Inlet and outlet length l is equal to 3 𝑚𝑚. 

Fig. 2 – Room geometry including two measurement 
locations at z = 0.5W. 

Validation data consists of 25 measurement points at x 
= H and 25 measurement points at x = 2H. The data is 
used to test the accuracy of the numerical methods. The 
validation metrics used, i.e. root-mean square error 
(RMSE) and factor of 1.1 of observations (FAC1.1) are 
defined in equations (1) and (2), where yCFD and yEXP 
represent simulated and measured values, respectively. 
In addition to FAC1.1, FAC1.2 and FAC1.3 are calculated. 
The equations are not shown for the sake of brevity. 

RMSE = ��∑ (𝑦𝑦𝐶𝐶𝐶𝐶𝐶𝐶−𝑦𝑦𝐸𝐸𝐸𝐸𝐸𝐸)2

𝑁𝑁
𝑁𝑁
𝑛𝑛=1 � (1) 

FAC1.1 = 1
𝑁𝑁
∑ 𝑛𝑛𝑖𝑖 ,   𝑛𝑛𝑖𝑖𝑁𝑁
𝑛𝑛=𝑖𝑖 = �

1 𝑓𝑓𝑓𝑓𝑓𝑓 0.91 ≤
𝑦𝑦𝐶𝐶𝐶𝐶𝐷𝐷𝑖𝑖
𝑦𝑦𝐸𝐸𝐸𝐸𝑃𝑃𝑖𝑖

≤ 1.1

0 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
  (2) 

2.1 CFD methodology 

The domain is discretized into hexahedral cells using 
ANSYS Meshing, as shown in Fig. 3a. A grid-
sensitivity analysis is performed in order to establish 
a grid resolution that provides a nearly grid-
independent solution. Tab. 1 summarizes the key 
characteristics of the grids. Coarse is the coarsest 
possible grid to satisfy the requirement 𝑦𝑦∗ < 5 for 
low Reynolds number modeling.  

Tab. 1 – Summary of the computational grids. 
Grid Cell count 𝑦𝑦 ∗𝑚𝑚𝑚𝑚𝑚𝑚  𝑦𝑦∗ 

Coarse 265,650 6 4 

Basic 766,250 4 3 

Fine 2,211,863 3 2 

The inlet velocity, 𝑈𝑈𝑜𝑜 = 0.455𝑚𝑚/𝑠𝑠, is obtained using 
the relation 𝑅𝑅𝑅𝑅 = ℎ𝑈𝑈𝑜𝑜/𝑣𝑣. The static gauge pressure at 
the outlet is 0 𝑃𝑃𝑃𝑃. The boundary conditions at the 
walls are no-slip. The turbulent kinetic energy 𝑘𝑘0 and 
turbulent dissipation rate ϵ𝑜𝑜 are scaled according to 
the inlet and outlet heights, using equations (3) and 
(4), where the turbulent length scale 𝑙𝑙0 is taken to be 
10% of the opening height and 𝐶𝐶μ is a model 
constant, equal to 0.09. 
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𝑘𝑘0 = 1.5(0.04 ⋅ 𝑈𝑈0)2 (3) 

ϵ0 = 𝑘𝑘0
1.5

𝑙𝑙0
(4) 

The resultant 𝑘𝑘0 and ϵ0 at the inlet are set to 
5.0 ×  10−4 𝑚𝑚2/𝑠𝑠2  and 6.6 × 10−4 𝑚𝑚2/𝑠𝑠3. Similarly, 
backflow 𝑘𝑘0 and ϵ0  are equal to 5.0 × 10−4 𝑚𝑚2/𝑠𝑠2 
and 2.3 × 10−4 𝑚𝑚2/𝑠𝑠3, respectively. 

The simulations are performed using the steady 
solver in ANSYS Fluent 2021 R1. The RANS equations 
are closed via the RNG 𝑘𝑘 − ϵ model and low Reynolds 
number modeling is used for near-wall treatment. 
The settings are based on a comparison of 
experimental results with the results obtained using 
a range of RANS turbulence models, which is omitted 
for the sake of brevity. Pressure and velocity are 
coupled using the SIMPLE algorithm and the former 
is interpolated via the second order discretization 
scheme. The remaining terms are computed using 
the second order upwind scheme. Steady statistics 
are enabled after 1000 iterations and the sampling 
interval is set to 1. The under-relaxation factors for 
momentum, pressure, density, body forces, turbulent 
kinetic energy, turbulent dissipation rate and 
turbulent viscosity are set to 0.3, 0.6, 0.6, 0.3, 0.5, 0.5 
and 0.6, respectively. 

Due to oscillations in the residual values, the mean x-
velocity component Ux is monitored at several points 
in the domain. The percentage deviation 𝐷𝐷 between 
two iterations, 1000 iterations apart, is calculated 
and convergence is assumed when 𝐷𝐷 ≤ 0.1 %. 
Absolute convergence criteria for momentum, 
velocity and turbulence terms are not defined but all 
residual terms level off and drop by at least three 
orders of magnitude before the aforementioned 
convergence criteria for Ux are satisfied. The 
simulations are stopped after 35,000 iterations. 

 The grid-sensitivity analysis focuses on the 
dimensionless x-velocity profiles at 𝑥𝑥 = 𝐻𝐻 and 𝑥𝑥 =
2𝐻𝐻, as shown in Fig. 4. The grid convergence index 

(GCI)  is calculated using equation (5), where 𝑟𝑟 is the 
linear grid refinement factor, equal to 2, 𝑝𝑝 is the 
formal order of accuracy, equal to 2, and 𝐹𝐹𝑠𝑠  is the 
safety factor, which takes the value 1.25 for a 
sensitivity analysis involving three or more grids. 

𝐺𝐺𝐺𝐺𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝐹𝐹𝑠𝑠
𝑟𝑟𝑝𝑝��𝑈𝑈𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏−𝑈𝑈𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓�/𝑈𝑈0�

1−𝑟𝑟𝑝𝑝
 (5) 

The results show that the coarse grid provides 
almost grid-independent results. The coarse grid is 
shown in Fig. 3a. The maximum and average 
𝐺𝐺𝐺𝐺𝐼𝐼𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 values at 𝑥𝑥 = 𝐻𝐻 are 0.02 and 0.07 and the 
maximum and average 𝐺𝐺𝐺𝐺𝐼𝐼𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  values at 𝑥𝑥 = 2𝐻𝐻 
are 0.01 and 0.07, respectively. 

2.2 cCFD methodology 

The boundary conditions used for cCFD are identical 
to those used for CFD. The cCFD simulations are also 
performed using the steady solver in ANSYS Fluent 
2021 R1. The RANS equations are closed via the RNG 
𝑘𝑘 − ϵ model and wall functions are used for near-wall 
treatment. Pressure and velocity are coupled using 
the Coupled scheme and the former is interpolated 
via the second order discretization scheme. The 
remaining terms are computed using the second 
order upwind scheme. Steady statistics are enabled 
after 1000 iterations and the sampling interval is set 
to 1. The under-relaxation factors for momentum, 
pressure, density, body forces, turbulent kinetic 
energy, turbulent dissipation rate and turbulent 
viscosity are set to default values of 0.5, 0.5, 1, 1, 0.8, 
0.8 and 1, respectively. Convergence is assumed 
when all residual terms level off and drop by at least 
three orders of magnitude. The simulations are 
stopped after 1,500 iterations. 

The meshing procedure consists of coarsening the 
CFD mesh while maintaining a smaller cell size closer 
to the wall and ensuring the presence of distinct cells 
at validation points 𝑥𝑥 = 𝐻𝐻 and 𝑥𝑥 = 2𝐻𝐻. The cell count 
decreases from 265,650 cells for CFD to 4,401 cells 
for cCFD. The y* values at the ceiling range from 5 to 
12. The cCFD grid is shown in Fig. 3b.

Fig. 3 – Two-dimensional, close-up view of the computational grids: (a) CFD, (b) cCFD, and, (c) vCFD.

(c)(a) (b)
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Fig. 4 –Grid-sensitivity analysis at (a) x=H, (b) x=2H. GCI plot at (c) x=H, (d) x=2H. 

2.3 vCFD methodology 

The vCFD simulations are performed via the steady 
solver in ANSYS Discovery 2021 R2. The software 
requires basic input in the form of boundary 
conditions. The solver settings cannot be adjusted 
and several proprietary aspects of the software 
remain undisclosed. Turbulence modeling is 
performed using the Standard 𝑘𝑘 − ϵ model. Pressure 
and velocity are coupled via the use of a SIMPLE-like 
algorithm. Simulation convergence is determined 
automatically. 

The voxel-based grid is sized according to the 
available video memory (VRAM). The highest fidelity 
setting discretizes the domain using 40.21 𝑚𝑚𝑚𝑚 
voxels. The total count is equal to 1,338,095 voxels. 
The vCFD grid is shown in Fig.3c.  

3. Hardware configurations
All simulations are performed on a HP Zbook Studio 
G5 laptop, equipped with an Intel® Core™ i7-9750H 
central processing unit (CPU) and 16 GB of random 
access memory (RAM). The CPU consists of six 
physical cores and six logical processors, which run 
at a base clock speed of 2.60 GHz. Hyperthreading is 
disabled to ensure efficient use of physical cores. The 
laptop is equipped with an NVIDIA Quadro P2000 
graphical processing unit (GPU) with 4 GB video 
memory (VRAM). Six CFD configurations and six 
cCFD configurations are tested using 1-6 physical 
cores and one vCFD simulation is run on GPU. The 
computational domain is divided into 𝑛𝑛 partitions, 
corresponding to the number of active CPU cores.  

4. Ventilation design quality
While there exist multiple ways to evaluate the 
quality of a given design, most engineers refer to 
standards for quality assurance. Using the available 
experimental data, the draught rate 𝐷𝐷𝐷𝐷 is computed 
using equation (6), where 𝑇𝑇𝑎𝑎  = 20°C  is the air 
temperature, 𝑣𝑣 is the mean velocity magnitude and 𝐼𝐼  
is the turbulence intensity. 

DR = (34 − 𝑇𝑇𝑎𝑎)(𝑣𝑣 − 0.05)0.62 

(37 ⋅ 𝐼𝐼  ⋅  𝑣𝑣 + 3.14) (6) 

𝐷𝐷𝐷𝐷 is then computed via vCFD, cCFD and CFD and 
compared to a hand calculation (EMP), based on a 
series of engineering assumptions. The maximum 
velocity in the occupied zone 𝑢𝑢𝑟𝑟𝑟𝑟 is obtained using 
the empirical formula stated in equation (7), where 
the decay constant for a plane wall jet 𝐾𝐾𝑝𝑝 is 3.5 [14], 
the decay constant in the recirculation region 𝐾𝐾𝑟𝑟𝑟𝑟 is 
0.7 [15] and the distance from the virtual origin of 
the diffuser 𝑥𝑥0 is 3 𝑚𝑚.  

urm = KpKrmu0�
h

L+xo
(7) 

Given that turbulence intensity information is 
unavailable for vCFD and EMP, 10% ≤ 𝐼𝐼 ≤ 90% is 
used to account for the range of values that may be 
used as input.  The results are used to discuss the 
potential contribution of FNMs towards ventilation 
design, beyond that of engineering tools.  

(a) (b)

(c) (d)
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5. Results
5.1 isothermal validation study 

Fig. 5a-5b show the dimensionless mean velocity 
profiles obtained using vCFD, cCFD and CFD, in 
comparison with the available experimental data. 
The results show that all three numerical methods 
capture the primary characteristics of the mixing 
ventilation flow, such as the high-velocity region 
near the ceiling and the recirculation flow in the 
occupied zone. Fig. 5c-5d compare the accuracy of 
the three numerical methods. No single numerical 
method outperforms the others across all metrics. 
The RMSE values for vCFD, cCFD and CFD are 0.05, 
0.09 and 0.05, respectively, suggesting that the 
accuracy of  vCFD and CFD is comparable. The FAC1.1 
values for vCFD, cCFD and CFD are 0.26, 0.26 and 
0.32, indicating that CFD gives the best agreement 
with the experimental data. The FAC1.2 values are 

0.60, 0.50 and 0.68 and the FAC1.3 values are 0.62, 
0.60 and 0.60, respectively. The best performing 
method differs per metric and, given that the relative 
difference in performance is small, the accuracy of 
vCFD, cCFD and CFD for this validation case is 
considered commensurate. Fig. 5e shows the 
computational time per simulation, in minutes. The 
results show that the fast numerical methods are two 
orders of magnitude faster than CFD. Moreover, the 
decrease in computational time obtained from 
parallel processing is almost linear as the number of 
cores is increased but exhibits stagnant behaviour 
after a certain number of cores. The stagnation may 
be attributed to a number of hardware or software 
related factors [16], one of which is the low cell count 
used for this validation case. It is concluded that fast 
numerical methods are significantly faster than 
conventional CFD and that shared-memory parallel 
simulation does not change the outcome in favor of 
using CFD for ventilation design optimization.  

Fig. 5 – Results for vCFD, cCFD and CFD. (a)-(b) Dimensionless velocity profiles at x=H and x=2H. (c) RMSE for vCFD, 
cCFD and CFD. (d) FAC1.1, FAC1.2 and FAC1.3 for vCFD, cCFD and CFD. (e) Computation time for vCFD, cCFD and CFD.

5.2 ventilation design quality 

Tab. 2 reports the maximum 𝐷𝐷𝐷𝐷 in the occupied 
zone, computed according to equation (6), as well as 
the maximum velocity in the occupied zone 𝑢𝑢𝑟𝑟𝑟𝑟 and 
the turbulence intensity 𝐼𝐼. For the CFD-based 
methods, the search for 𝑢𝑢𝑟𝑟𝑟𝑟 and maximum DR is 
conducted at z = 0.5W. For EMP, 𝑢𝑢𝑟𝑟𝑟𝑟 is computed via 
equation (7). The empirical model yields the lowest 
𝑢𝑢𝑟𝑟𝑟𝑟 = 0.14 𝑚𝑚/𝑠𝑠, followed by vCFD, CFD and cCFD at 
0.18 𝑚𝑚/𝑠𝑠, 0.20 𝑚𝑚/𝑠𝑠 and 0. 24 𝑚𝑚/𝑠𝑠, respectively. The 

latter three values are relatively comparable in 
magnitude and are located near the outlet. 
Meanwhile, EMP assumes that 𝑢𝑢𝑟𝑟𝑟𝑟  occurs at 𝑥𝑥 = 2𝐻𝐻. 
It is not possible to validate the accuracy of the 𝑢𝑢𝑟𝑟𝑟𝑟 
calculations due to the absence of measurement data. 
However, the discrepancy in location suggests that 
EMP does not have the spatial sensitivity to predict 
𝑢𝑢𝑟𝑟𝑟𝑟 and that FNMs allow for more effective 
optimization of local comfort parameters. The 
maximum 𝐷𝐷𝐷𝐷 values lie above 10% (categories II-III) 
for all methods. The results for cCFD and CFD are 
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23% and 19%, placing them in categories III and II, 
respectively. The results for EMP and vCFD span both 
categories, given the range 10% ≤ 𝐼𝐼 ≤ 90% used for 
the calculation.  This illustrates that, in the absence 
of numerical data, ventilation design quality is 
sensitive to user input, which can lead to uncertainty 
in ventilation design quality. For this validation case, 
such dependency can be reduced through the use of 
cCFD, which provides spatial information at a low 
computational cost.  

Tab. 2 – Default criteria, according to [17], and 
calculated values related to the draught rate DR in the 
occupied zone. 

Variable EMP vCFD cCFD CFD 

𝑢𝑢𝑟𝑟𝑟𝑟 [𝑚𝑚/𝑠𝑠]  0.14 0.18 0.24 0.20 

I [%] 10-90 10-90 17 19 

DR    [%] 

I <10 - - - - 

II <20 
11-24a 14-31a 

- 19 

III <30 23 -

a Note that the results are within categories II and III. 

It is important to mention that each method has its 
advantages and disadvantages. For example, vCFD is 
performed using a commercially available software 
with a simple graphical user interface that could 
soften the barrier of entry for the engineering sector. 
However, the software is relatively new and further 
developments are ongoing. Meanwhile, cCFD can be 
performed using any CFD software, which allows the 
user flexibility in obtaining detailed spatial 
information. On the other hand, the implementation 
of cCFD implies a very similar level of CFD knowledge 
as conventional CFD, thereby increasing the level of 
expertise required for its implementation. In 
summation, it is highly unlikely that one method will 
maintain an advantage for every given case. A 
potential strategy for integrating FNMs in design 
practices is to approach the methods as components 
in a workflow or toolkit, perhaps even alongside 
engineering tools and conventional CFD. 

6. Limitations and future research
This study presents first results in a larger research 
effort on FNMs as a toolkit for ventilation design. It is 
subject to several limitations which may be 
addressed via future research efforts: 

• The validation case is based on a geometry that 
captures mixing flow characteristics but is too
simple to be representative of a real design
scenario. 

• The absence of validation data inhibits the
validation of important design criteria, such as
the draught rate DR.

• The isothermal study does not account for
significant influences such as windows, people
and other heat sources, which will be included

in ongoing and future studies. 
• Other FNMs, such as zCFD, LBM and FFD, are

not included in this study but are worth
including in the future. 

7. Conclusion
This study presents preliminary results in an effort 
to evaluate the potential of FNMs for improving 
ventilation design quality. An isothermal mixing 
ventilation case is simulated using vCFD, cCFD and 
conventional CFD. The results are compared to 
existing measurement data and are further used to 
evaluate the draught rate DR in the occupied zone. 
The outcomes are compared to that of an empirical 
calculation. This study offers a comparison between 
engineering tools, CFD, vCFD and cCFD, which, to the 
best knowledge of the authors, has not been made 
before. The following conclusions are made: 

• Both conventional CFD and FNMs capture the
principal characteristics of mixing ventilation
flow.

• FNMs are two orders of magnitude faster than
conventional CFD, for this case.

• For this validation case, the accuracy of vCFD
and cCFD is comparable to that of CFD.

• The spatial resolution of vCFD, cCFD and CFD is
better-suited to evaluate local parameters, such
as urm and DR, compared to empirical models.

• In order to calculate DR using EMP and vCFD, an
assumption for I is required. Dependency on
user input introduces uncertainty in the
ventilation design quality, as shown by the large
variability in DR.  In this case, cCFD offers a
distinct advantage to vCFD.

• To extrapolate, the results suggest that the
choice of numerical method is case-dependent. 
The authors do not encourage the pursuit of a
one-size-fits-all.
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